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NON1.~NEAR RESPONSE KATRIX METHODSFOR RADIATIVE TRANSFER*

W. F. Miller, Jr and E. E. Lewis+
Los Alamos National Laboratory Northwestern University
Los Alarnos, New Mexico 87545 Evanston, Illinois 6(_~201
(5G5) 667-7978 (312; 491-35?9

ABSTRACT

A nonlinear response metrix formalism is ;:esented for the solution of time-
dependent radiative transfer problems. The essential feature of the method is
that within each computational cell the temperature 1s calculated in response
to the incoming photons from all frequency groups. Thus the updat ]g of the
temperature distributio~ Is placed within the iterative solution of the space-
angle transport problem, instead of being placed outside of it. The method is
formulated for both grey and aultifrequency problems and applied In elab
geometry. The method 19 compared to the more conventional source iteration
technique.

10 INTRODUCTION
The response -trix method has enjoyed considerable suc eqs in

the neutron transport community for a reasonably wide class of problems I,d

Since the method involves ●n iteration on the particle flux at spatial ;ell
boundaries, experience indicatea that the ●pproach is moat ●fficient when
spatial cells are optically thick. Then, the number of boundary crossings
by particles 10 comparatively small. On the other hand, when there ● re tmuny
optically thin cells, particles cross many cells before befng absorbed or
leaking and many boundary croaeings are involved to achieve a sclution.

There ia a class of nonlinear radiation transfer problems for which the
response mntr~x approach seems promising. In these problems, the material
sat19fies the requirefienta of local thermodynamic equilibrium but th
radiation and ❑aterial ●nergy deneitieo ●re not generally in ●quilibrium. 5

This situation appliee in many ~roblema involving stellar or other high
temperature, radiating ❑edia. K!ten the radiating medium contains at leaat
some rmderately high Z material, the spatial cells can be very optically thick
to photon~,

There fs ~l~(lrher motivation for conefdertng response matrix approaches for
this clasa of radiation transfer problems, The basic idea of the nonlinear
response matrix mwthod developed in this paper is to solve for the local cell
temperature as well as the outflow of rcidiation, assuming that only incoming
photon intensity ts known. The frequency spectrum of the reemltted radiation
i19 a function of only the local cell temperature, Heuristically, by
c~lculating a new temperature and emission spectrum aa onv awccps the apati~l
meoh, the microscopic phyeics of the problem is ❑ ore faithfully followed,
Thus, in principle the p~ocesa should converge rapidly,

A
+Thi# work wns p~rforrned under the aueptcee of the U.S. Department of Energy

Consultant, Los Alamos National Laboratory
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In this paper we examine these arguments by applying response matrix methods
to time-dependent radiation transfer problems and comparing the results with
existing methods. In section 11 we formulate the response matrix in the grey
approximation and compare it to two alternative algorithms for a series of
model problems. In section 111 the rwthod is generalized to a multifrequency
formalism and applied to a 30 group-time-dependent problem in slab geometry.

II. GRE’t IWDIATIVE TkANSFER
The transport of radiation in a physical medium depends

inherently upon the frequency of the radiation. This 18 because the
properties of the medium are frequency-dependent and because, when heated, che
medium radiates photons of a wide range of freq~encies. However, in order to
clearly describe the response mtrix approach and unambiguously compare its
characteristics to other approaches, we first consider the grey case in which
physical processes are independent of frequency. We further assume for
simplicity that the specific heat and opacity are independent of the material
temperature and ~re spatially constant.

A, The Basic Equations
The starting point for he calculations is the time-<epgndent

grey thermal radiation transfer equation for the photon intensity, I(r, n,t),

(1)

We also define the angularly integrated intensity

and T(:, ) as the absolute mterial temperatu~e,
t

In Eq. (l), the notation is
standard with ~ denoting spatial locmtlon, n the directio~ of ghoton travel
and t, the time. In Eq. (1), the temperature term describes the photon
emiaslon where a is the radiation constant, c is the apeed of light, and I la
the macroscopic ab~orption coefficient or opacity depending upon the units
uoed, Owing to the fact that the emttiaion of photons by ~terial in dependent
upon the fourth power of tl]e temperature, the ●quation 10 nonlinear in T.

We next require ●n ●nergy conservation equation to provide an expression for
the temperature, The ●nergy equation 1s

(2)

where ~ iS the specific hc’:~t al
Y

W is an external %ource of ei~cr~y to the
material, For many applications, the constant specific heat aaaumptlon used
here 16 a reasonable approximation. The assumption of a constant opacity la
not aa defcn~ible but eervea the purpose of allwing simple hut meaningful
tcet cases for comparing matrix solution algorithms.

The above cquatlona imply assurnptiona about the physical problem other than
those already de~cribed. Nam@ly, we assume that the background material is

stationary, thermal radiative emissiol~ is governed by local thermodynamic
equilibrium in the mntter, and scnttertng proccq~es, therm~l co(lducc~on and
ronvcctlrm can be ignored. There are3 lrnportnnt classea of problems for which
all thc~e assumptions arc rt=ason~ble,
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B. Time Dlfferencing
In each of the approaches considered here we assume implicit

clme dlfferencing of chc equation of radiative [rdIISfer. Thus

[~o~ + ~]I(;,~) - aacT(;)4+ ~1’(;,;), (3)

where we define

1
T-— (4)

CAt
and

o -~+1

In Eq. (3), all quantities are defined at time t except I’ and T’, where the
prim indicates evaluation at the preceding time step. (Note thsc if the
opacity iS temperature dependent it is assumed to be evaluated using the old
temperature .so in this case the method is not implicit in the strictest sense
of the word.) Implicit differencing of the energy equation. Eq. (2), yields a
transcendental relationship for the temperature in terms of the photon
distribution

o~(t) +CvTT’ (#) + w(:)
oacT(~)4 = .—— .

CVT (5)

1+
+ -3

~ T(r)

Several methods have been proposed for solving this set of equatiol,s. The
first of these, which we call Methnd 1, involves a straightforward iteration:

[;Q$ + ;lIk+ 1,2 (~,;) = o’ac’fk( f)4+t1’(/, ~), (6)

(:) = [d flIk+ 1,2 i:,;),‘k+ l/2 (7)

and

“acTk+]
(;)4 “ (8)

‘@k+]/, (:) + CVTCT’ (;) + W(f)
—--- .U —. .

*. B

where k is the iteration index. In this approach, a radiati$n transfer
calculation Eq. (6) 1s performed assuming a knon tcmper~ture, T (r).
This step is equivalent to a pure absorber solution in neutron t ansport,! The
result 18 then used in Eqe. (7) and (8) to calculate a new temperature. Note
that one can consider several methods to accelerate the iteration, 5 but in
order t o Jllluw Cdllhistcnt cowlyarisu us) wc dun’t employ any arceler~tt~,~
approaches in the present work.

Method 11 is a slight variatiov of Method 1, in which the iteration straccg!
IS altered, but the relationship for the temperature is not modified. Narnclv,
we insert Eq. (5) into Eq. (3), yielding fhe iteration equation

Ook(:) CvctT’(#)+w(;)
[;8?+; ]1 = —---- —---- .-—~+l(bi) + .—.— —— + 11’(’r,”fl) (9)

[1+ ;~;- T’(;) -3] [1+ ;+ T’(:) -3]
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and

(10)

-3
where in Eq. (9), we have approximated T with its value at the previous time

step. Equations (9) and (10) constitute an iteration on the angularly
Integrated intensity that is analogous to a scattering iteration in

6 Upon convergence, Eq.ceutronics. (5) is solved for the current temperature,

again with T
-3 e-lusted at the previous time step. !lethod II was suggested

by Fleck and Cummings, but with a slightly different approximation for the new
temperature. This modified approach is not considered here since the
alternative temperature expression should not affect the computational
efficiency of the iteration.

c. Response Matrix Method
We next consider a response matrix, Method 111, that in some

respects is analogous t the response matrix meLhods appearing in the neutron
transport literature. ‘~; Ne again use implicit differencing of the radiation

transfer equation BO our starting point Is Eq. (J). We divide the spatial
domain -into volume elements ‘i each with a surface Li with outward
I’ormal n . In each volume element the ttrnperature is assumed to have a value
Ti i+at is uniform in space. Clearly, th,, number of volume el~rnents selected
must bc large enough so that the assumption of constarii temperatures is
reasonable. In the numerical results to follow, the volume elements are
identical to the spatial ❑esh on which the equations are difference.
Equation (3) becomes

The solution of the transport equation in Vi may be written as a superposition
of three solutions:

These are taken to satisfy the following three equations:

and
.-
fl.n, < 0

;Cv .
i

(11)

(12)

(13)

;.;i < (1
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The first contribution Iu refers to the uncol lided photons that have not yet
been absorbed since crossing Into vi during the current ti~ increment ht.
The seco[ld contribution, It, consists of those photons that have occupied Vi
since the preceding time step, again without being absorbed. The last term is
composed of the ernicted photons.

Sfnc~ Iu, It and Ie do nor depend upon the current temperature in the vOlUTJc-

elermnc Vi, they can be calculated in terms of the photons entering the cell

across Li and those brought forward from the pr~ceding time step, t-At. The
corresponding angularly integrated quantities o ,0 , and @e, can be determined
hy integrating the ang~lar Ytlntens. ties aver a 1 angles. Then denoting the
cell volume average by $, we may wr~.te

;.; “+7C + ~eacTi4. (14)

To calculate the cell temperature, we combine this expression with Eq. (5),
averaged over the cell. The result la a transcendental equation fOr the
temperature tn element Vi

4 [o’(~u+;t) + CVCTT;+W]
uiacTi = . . (15)

CVT -3
(l-~e + ~ Ti )

The response rrkst:ix equations require that Eqs. (11), (12), and (13) be
ditscretized in tlie spatial and angular variables. We will describe a
specifically eelecred differencing in the next section. The result from
applying this differencing ia a set of matrix equations for the average and
exiting intensities for volume eleuent i, given the Incoming intensities:

4:+m-Ry-++H~l:‘++K:::Tiand
-T----4
-- i“

In t;c equations, ~- ref$rs to the incoming intensity; ~ refers to ~he element
average intensity, and ~ refers to outgoing inten9ity. The ~, 2, and ~ are
referred LO a~ response matrices, The specific values of the matrices depend
upon the angular and spiltial difference schemes ●mployed, In the response
matrix approach the intoning inten91ties are assumed to bc knon for a glvcn
volume eletnenc and the above equations are solved for consistent outgoing
l~tensities, average inte,~sities and temperatures. One ❑archea through the
cells iterating on these c(I1l edge intensities.

D. Space-Angle Dtscretizatiori
1’0 ex:imtne the computatlorlal efficiency of . the solution

atratcgles discussed ab ve,
t

slab geometry computer codes were developed that
use discrete ordinat s

f
to discretize the anglilar variable and the step

characteristic method to difference the equatlorts in ep~cec The codes were
written !0 parallel one ~n~ther as rmch as po~sible in order to facilitate
timing comparison. For the purpose of developing the difference eqllri~i(’lls,
we write the equation of radintlve transfer as

[u :%+ ;II(X,U) - ~isi+ TI’(X,U)
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. 4
bi

= acT
t

for ?lethod I and the Response Matrix Method, and

[;j+(CvCTT;+W)/g]

‘i ‘– C T
[1+% (T~)-3]

(16)

(17)

for Method II. Within a spatial cell depicted in Fig. 1, and for a discrete
ordinates direction denoted by m, we divide Im into three contributions for

each of the discrete directions.

Ire(x) = IJx) + Itm(x) + Iem(x)Si

Then Eqs. (11), (12), and (13), beCOU@

[u L + Uilxum(x)+ IYU = ol-l ax

Ium(x) - Ire(x)

Itm(x) - 0

and

r a + Oi]lem(x) + Tiem - IJi ,
‘urn%

Iem(x) - 0

*
‘i -1/2 <x<xi+l/2,

x = x@/2 ~ Pm >0,

x - xi+l/2t pm <o,

xi- 1/2 <x <xi+l/2,

x = x@/2 ~ Um ) o,

x m x@/2 ? Nm <o,

xi- 1/2 H<xi+l/2}

x - x@/2 ~ Um >0,

<o.x - xi+l/2 J pm

Note that we have replaced TX(X) b T7, the cell average value’ This Is done
to insure that i:l the lf.mit as At + m, tllc! correct steady state Solutiun

results,

Now npproximting S by the cell average value, ~, and analytically solving the
equatlorl of transfer assuming a known incoming intensity, the step

characteristic equations result

lm(xi *)/2 )- $#m(xlz 1/2 ) + Hmi;(xi) + K;Si, Um? o (18)

and

(19)

.,,.,
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The coefficients are given in Table 1 for A = x i+ 1/2 - x@ /2* The angularly
integrated intensity may be obtained from

with

and

N/2
#= 1/21 #mlI”m(xi+l/2) + Ium,N_m++i+2N J
11.

m= 1

(20)

(21)

(22)

E. Implementation
Equations (18) and (19) serve as the basis for all three

Iterattve methods. In all cases, photons are tracked from left to right from
spatial cell to spatial cell for each positive discrete ordinates direction
and then from right to left for each negative direction,. (We assume a set of
directions that are symmetric about ~ = 0). The methods differ in the
iteration strategy and therefore the treatment of the quasisources in Eqs.
(18) and (19). In Method I the entire space-angle mesh la swept using Eq.
(16) for the quasisource with the temperature fo: the previoue iteration
inserted. The angularly integrated intensities are calculated at ●ach space

poi[~t using Eqs. (20) through (22). Finally, the Newton-Raphson Method is
used to solve Eq. (15) for an updated temperature to be used in Eq. (16) for
the next iteration. In Iiethod 1S, the mesh is swept using Eq. (17) for the
quasisource. Iterations on the angularly integrated intensities continue
until convergence. Then the temperature at the time step is calculated only
once using Eq, (15) with T-3 used from the previous time step. Recall that

Fiethod 11 Is not fully implicit since the temperature appearing in the
denominator of Eq. (17) 1S evaluated at the previous time step. (Of course
none of the methods are truly implicit if the opacity is temperature-dependent
and evaluated at the previous time step.)

In Method III, the Response Matrix Method, the temperature is updated cell-by-
cell as the sweeps progress, For e given direction and cell, Eq. (15) is used
for the quasisource using the latest value of the temperature. Outgoir,~ and
average intensities are calculated using the latest values of the Incoming
intensities. Then Eqs. (20) through (22) are used to calculate angul.~r
integrated intensities for the cell, Next, the cell temperature is calculated
from a Ne’!ton-Raphson solution of Eq. (15). With thie new temperature, a new
eource is calculated from Eq. (16) and is used the next time the cell in
question la solved. The calculation then proceede to the next cell and
direction.

To compare the iterative stL~Legies in the grey approximation we have written
three computer codes. The spatial differencing and other characteristics that
are common to the methods are treated by identical algorithms to ensure the
validity of timing comp~risons. In the grey model problem an isotropic

‘, ’(’’’;.. ;,, ,. ,, .,.,,,- ,,
‘,, ,
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intensity is applied at t=O to the left boundary of a slab. There are no
incoming photons on the right boundary. We consider several slab thicknesses,
made up of N cells each of thickness A. The Ireratlcn is considered converged
for each time step when the relative change in the reflection from the left
boundary and the transmission through the slab are each less than

-1
~~-5m The

materi~l parameters are taken to be o = 1.0 cm
[

, C = 81.18 ergs (cm3 .KeV) .

All calculations are performed wfth an S4 Ga’lssian q~adrature set”
The first set of calculations consisted of steady state solutions to assure
that all three methods give identical results with T = 0. These calculations

also verify that the spatial truncation error associated with step
characteristic is second order. Table 2 indicates the computer run times and
iteration counts for the steady state problem. Only two sets of results are
presented atnce in the steady state limit of T=O, Methods 1 and II reduce to
the same algorithm. In general, both the computing times and the numbers of
iterations are smaller for the response ~trix method than for the standara
method, with the most dramatic improvements occuring - as expected - when the
mesh spacing becomes coarse and/or the o~tical thickness of the slab becomes
large. However, even for small mesh spacings and optically thin systems,
where one would expect ths response wtrix technique to be at a dis~,dvantage,

the computing times are smaller than for the standard method.

For the time dependent problem, calculations are carried out both for
temperature independent specific heat anti for a problem in which the specific
heat is artificially taken to be proportional to the cube of temperature in
order to obtain linear equations. The reflection and transmission begin at
zero and rise to asymptotic solutions of the steady state values obtained in
the steady state problem. The accuracy of the transient solutions is found to

be of first order in time. However, Method 11 cannot be used for the
nonlinear case in which the speciiic heat is const~nt; the nonimplicit time
differencing causes che iteration to diverge unless some physically artificial
time step control procedure is employed.

For all methods, the number of iterations per time step decreas~s as tfme
progresses, and the solution approaches the steady state values. This iS to
be expected since the rate of intensity change decreases with time. Once
again the response matrix approach requires fewer iterations per tiaw step
than either of the other two methods. Even though the computer time per
iteration is moderately longer for the response matrix method, the total
computing time is always shorter vlth differences that are most dramatic for
long time steps (foe. small values of I). This is illustrated in Table 3,
where the computing times for the ❑ethods are compared. It should be noted
that these results are far optically thin cells, and thus the respunse mtrtx
algoritti ❑ay he expected to improve relative to the others when coarser
mesfies are used.

111. HULTIFREQUENCY RADIATIVE TRANSFER
The more realistic situation in radiative transfer allows the

intensity to depend upon photon frequency We consider the same problem
description as in the grey case. Namely, the background matter i~ stationary,
the therrnsl radiative emission is governed by local thermodynamic equilibrium,
and scattering ~nd thermal conduction can be neglected.

A, 6asic Equations
To derive the response matrix method for the ❑ultifrequency

case, we begin ~ith the frequcucy-dependeut radiative t,ra,~sfer equation for a
volume element Vi:
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where v is the photon frequency and B(v, Ti) is the Plancklan distribution at

temperature T defined by

2hv3
B(v,T) = — ~ehv/kT-l)-lo

C2
Associated with Eq. (23) is an energy balance equation

aTi
—= / duc(u,Ti)@i(u, t) - mCTf+wi,CV at

where

Oi(v,t) = ~-/ dVjdQI(:,;, v,t)
i vi

and

/dvB(v,’ri)u(v,Ti)
u- JduB(v)Ti) “

(24)

(25)

We again assume that the specific heat IS independent of temperature.

In implementing the response matrix formalism, we assuu that the distribution
of incoming photons in Vi is known. In turn, the energy deposition in Vi,

the new temperature Ti, and the distribution of exiting photons can be

calculated. The implementation again requires differencing the time,

frequency, angular and spatial variables. In the following, we proceed in a

❑atter analogous to the grey case and therefore abbreviate the development.

B. Time and Frequency
We apply implicit

the opacity at the previous

Discretization
time differencing to Eq. (23) and (24) evaluating
time 8tep to obtain

[id + u(v) + dI(#, i,v) = U(v) B(v,Ti) + lx’(~,~,v) , ;Ev
i (26)

and

cv~cT - \dvu(v)Oi(v) - aiacT~ +W +C7CpT~ , ;~Vi. (27)
i

We next define frequency groups V. < VIOOO< Vg-l < Vg.”” <vG, and define the
frequency group intensity by

Ig(:,i) - J “g-ldvI(#,fi,v -)

‘gIntegrating Eqs. (26) and (27) over a frequency interval yields

(;ot + u; + 1) Ig(~,~) = o~Bg(Ti) + TI@) ~ ;Cv
i

and

CVTCT1- ~ o~~gi - ~~acT~ + W + CvlcT~ I,Vi, (28)

where IY is the conventional nmltifrequency cross section,
g
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Bg(Ti) = ~
‘g-1

duB(v, Ti)
.,

and ‘J3

~ ug(Ti)Bg(Ti)

‘i =
Jz

; Bg(Ti)
.

c. Response Matrix Formalism
We again divide the photon intensity into three contributions:

If the group indexing is deleted then lU, It and Ie satisfy Eqe. (11) (12) and
(13).

As In the grey case, the sequence of calculations involves first determining
1
i!l~el.YtL%’i

from Eqs. (13) and (14) given the latest incoming and average
This calculation does not require knowledge of the cell

temperature. Using the angularly integrated values of these intensities, a
new temperature can be calculated from Eqs. (28) and (29). To derive a
convenien~ expression for the temperature, we insert Eq. (29) into Eq. (28) to
obtain

CVTcTi - ~ “g(T; @u + @ + I ‘Jg~T;) TgeBg(Ti)
g

-u(Ti)acT~ + W + CTC T’ .
i pi

From Eq. (25), we ❑ay write

(30)

Using this expression in Eq. (30), we obt~in

Inside the brackets on the left side of Eq. (31), we have replaced T by T’ to
simplify the solution of the transcendental expression for T. If the opacity
10 not a strong function of temperature, no significant error should be
introduced by this simplification.
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D, Implementation
The implementation of the response matrix method requires that

the foregoing multifrequency formulation be combi,’ed with space-angle
differencing of the equations. Since this is carried out in a manner
completely analogous to the grey case, it is not repeated here. Ve have
written a multifrequency code for treating time-dependent radiative tran~fer
problems in slab geometry using either step characteristic or diamo{ld
differencing on the spatial variable.

For mltifrequency problems we have compared our results with those publiaheci
for the temperature distributions of ref. (5), and the agreement is
excellent. One problem considered consists of a 20 cm slab ini ially at 1 ev

5
temperature and an analytic opacity given by 27(1-exp (-v/Kl)]/v . At t = O
a 1 Kev source is placed at the left. In Fig. 1 is shown the fractional
energy deposition frcm the 20 cm slab as a function of time, The case for
transmitted energy is particularly interesting, since it shows an increase at
2/3 nanoaeconda, the time when the uncollided radiation first arrlvea at the
right-hand face, and a second increase at about aeven nanoseconds, when the
material in the vicinity, of the right boundary has heated oufficiencly for
significant amounts of emitted radiation to escape to the right. The
transient timing comparisons, glvei) in Table 1 for the temperature at 10
nanoseconds. In the steady state calculation the same problem la ahwn but
with T = O; the diamond differencing includes negative flux fixup. The
response matrix (M) method shows increasing advantage over source iteration
(S1) method as the time steps are increased and with iacreaaed opticgl
thickness of the slab. For an 80 cm slab calculation under steady state
conditions the ccmputing time ratio is (SI/RM) = 3.2 for characteristic
differencing.

Aa in the Srey case a companion code waa written using a standard source
iteration technique in which the epace-angle grid la awept for all frequency
groups between each update of the temperature distribution, Identical
disc:etizaton techniques are used in both codes to insure validity of the
comparlsona. Steady state solutions (~ = O) are tabulated in Table 3 for
dffferent slab thicknesses and numbers of mesh points using the step
characteristic versions of the code.. The response matrix method la $een to
provide consistently superior results,

For the transient calculatiana shown in Fig, 1, the times ●re comparable:
8.58 CPU(sec) for the response matrix and $.92 CPU(eec) for the reference
solution, Th~s is thought to be due to the small time step (latge 1) which
require~ no more than few iterations per time step with either of the
methods. When diamond differencing (with fixup) is applied”, however, the
response matrix method requires less than 8 CPU(sec) while the reference
method increases to more than 20 CPU(sec); with diamond differencing the
reference method requires as many as aeven times as many iterations per time
etep aa the response matrix method, even with the small time step,

Iv, DISCUSSION
We have demonstrated the use of re~pr~nse matrix umthods for an

important class of radintive transfer problems in which the radiation nnd
material energy densities are not generally in equilibrium. Response matrl>
eolutions are cotapared with reference eolutione found in the literature and
the ●greement is excellent, Careful comparison with companion codes for which
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the standard source iteration method is employed indicates that for long time
eteps and for optically thick mesh cells, the method performs very well. (or
many applications, these are just the problems most frequently encountered.

To fully exploit the method and to aseure that ~he results here apply to more
general cases further research is required. Since diffuoion synthetic
acceleration has bee: applied to sow of the other approaches considered here,
an effective acceleration approach for response matrix iterations should be

developed, applied and tested. Additionally, much more experience and
analyses are needed to test convergence of the reaponeie matrix algorlthm for
wider classes of problems. Finally, the method must be applied to ❑ore
complicated geometries. The reeults obtained from simple problems such as
those described above encourage further development of the method.
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Table 2

CPU(sec) Slab Geometry Grey Steady State Problem

Thickness = 16 Mtp Thickness = 16 CIAX

Method I & 11 Method 111 Method 1611 Method 111

oAx CPU(9ec) ith Cpu(bec) ith CPU(sec) Ith CPU(sec) it~

Q.25 .970 704 ,502 167 .042 93 .027 24

0.50 .470 680 .201 132 .084 235 .037 47

1.0 .216 6~9 .066 86 .210 609 ,067 86

2.0 .088 472 .017 43 ●490 1399 .097 125

4.0 .034 335 ●005 19 .950 2723 .109 142

8.0 .023 239 --- 10 1.700 4819 .111 144

●iteratlona

Table 3

CPU (see) Crey Transient ProbJ.em

Tticknesa = 16 mfp; aAx - 0.5

c(T) T !lethod I Method 11 Pkthod 111

mTJ ●5 ?,91 2.24 2,65
3

aT ,05~ 1.27$ @.946 0.588

conot. ,05 10991 --’- 0,848
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Table 4

tlultifrequency Steady State Problem

Ax = T/20 Ax=lcm

T+ RY Reference h~ Reference

CPU(sec) it* CPU(sec) it* CPU(sec) it* cpu(~e~) i~*

20 1.55 63 3.63 178 1.55 63 3.63 178

40 2.04 83 5.00 243 7.43 153 17.62 434

80 2.64 108 6.60 324 38.80 401 -- .-

+ Thickness (cm)

* iterations

I
1,o”

~ofle(tiotl

0.8=

O.b-

0,4“

1
0,0 -—– ~

o 2 b !6
time [ncmosecondsl

~ig, 1, Fractional Energy tkpooition
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